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#### Abstract

The structure and size of the proton have been studied by means of high-energy electron scattering. The elastic scattering of electrons from protons in polyethylene has been investigated at the following energies in the laboratory system: $200,300,400,500$, and 550 Mev . The range of laboratory angles examined has been $30^{\circ}$ to $135^{\circ}$. At the largest angles and the highest energy, the cross section for scattering shows a deviation below that expected from a point proton by a factor of about nine. The magnitude and variation with angle of the deviations determine a structure factor for the proton, and thereby determine the size and shape of the charge and magnetic-moment distributions within the proton. An interpretation, consistent at all energies and angles and agreeing with earlier results from this laboratory, fixes the rms radius at ( $0.77 \pm 0.10$ ) $\times 10^{-13} \mathrm{~cm}$ for each of the charge and moment distributions. The shape of the density function is not far from a Gaussian with rms radius $0.70 \times 10^{-13} \mathrm{~cm}$ or an exponential with rms radius $0.80 \times 10^{-13} \mathrm{~cm}$. An equivalent interpretation of the experiments would ascribe the apparent size to a breakdown of the Coulomb law and the conventional theory of electromagnetism.


## I. INTRODUCTION

SOME time ago deviations from point-charge scattering of electrons against the proton were demonstrated at laboratory energies of 188 Mev and 236 Mev and at laboratory angles between $90^{\circ}$ and $140^{\circ} .^{1,2}$ In those investigations, the cross section varied over approximately a factor of 200 between the forward and backward angles. Yet the deviation of the experimental data from a point-charge, point-moment curve was something less than a factor of two at the largest angles, and the experimental error amounted to perhaps a fourth of the deviation. It was not possible to determine accurately the relative separate proportions of charge structure and moment structure which could give agreement with experiment. However, it was shown that equal form factors for charge and moment agreed excellently with the experimental data and the size was fixed at $(0.74 \pm 0.24) \times 10^{-13} \mathrm{~cm}$ for the rms radius of the charge and moment distributions. Since the reduced de Broglie wavelength of the probing electrons was larger than the "size" of the protonic distributions, it was not possible to distinguish between different shapes for the density distributions of the charge cloud and moment cloud.

Recently we have completed the construction of a larger analyzing spectrometer for the scattered electrons. This spectrometer can bend and analyze electrons with energies up to 550 Mev . At this energy the reduced de Broglie wavelength approaches one-half the size of the proton determined by the earlier experiments, and the experimental angular distribution is no longer insensitive to the shape of the mesonic clouds in the

[^0]proton. We have taken advantage of the shape sensitivity and have attempted to find a model of the proton which fits not only the angular distribution at the highest energies, but also those at lower energies where only a size is determined. These matters will be treated in detail below.

## II. EXPERIMENTAL METHOD

In many respects the experimental apparatus and method are similar to those reported in earlier papers. ${ }^{3-5}$ The new features relate to a larger spectrometer and its accessories in the new installation in the "end station" of the Stanford linear accelerator. The end station and bunker area (beam-switching taking place in the latter) will not be described in this paper since they have already been discussed previously. ${ }^{6}$ The details of the linear accelerator are also discussed in reference 6.

Figure 1 shows the experimental arrangement used in the electron-scattering experiments in the end station. The electron beam is deflected and dispersed by the first magnet and passes through the energydefining slit. After passing through the second magnet, the beam is returned parallel to its original direction and refocused at the target. The beam travels in vacuum from accelerator through the magnets, through a secondary electron monitor, and through a thin window (3-mil aluminum) into air before it strikes the target foil. The secondary monitor is of a type we have used previously ${ }^{7}$ and is equivalent to a thickness of 5 mils of aluminum. In future experiments the secondary monitor will be replaced by the large Faraday cup, shown dotted in the figure, which is now nearing completion.

[^1]Fig. 1. The installation of the magnetic spectrometer and scattering apparatus.


From the target foil the scattered beam travels through five inches of air, through a thin entrance window ( 3 mils of aluminum) and then in between the jaws of a lead slit which defines the entrance aperture of the magnetic spectrometer. The target-to-slit distance is usually 26 inches. The pole face of the spectrometer lies at a distance 10.0 inches beyond the lead entrance-slit. The scattered electrons arriving at the magnet are then bent through $180^{\circ}$ and doublefocused by the magnetic spectrometer. The spectrometer and its mounting will now be described.

The heart of the apparatus is the $180^{\circ}$ double-focusing magnetic spectrometer sketched in Fig. 2. The instrument is basically a 30 -ton analyzing magnet of a design similar to the smaller $2 \frac{1}{2}$-ton magnet used in previous electron-scattering studies. ${ }^{3}$ The latter instrument is, in turn, quite similar to the spectrometer of Snyder et al. ${ }^{8}$ which, itself, is a modification of the original idea of Siegbahn and Svartholm. ${ }^{9}$ The presently described spectrometer has been newly designed and is not a scaled-up version of a previous magnet. The radius of curvature of the central trajectory in this magnet is 36 inches and the maximum field obtained on this radius is approximately 20000 gauss, although the magnet has not often been used in experiments at this maximum field.

In actual practice, electrons with energies up to 510 Mev have been analyzed and studied in these experiments. These correspond to electrons of incident energy 550 Mev in the laboratory, scattered at $30^{\circ}$ by protons. Electron trajectories can in principle fill an area of $15 \times 3$ inches; these dimensions refer to the pole width

[^2]and pole gap, respectively. At the present time, a bronze vacuum chamber within the magnet reduces the internal dimensions available to electrons to a crosssectional area of $14 \times 2$ inches. Three radial holes, 4 inches in diameter, pass through the outer yoke of the magnet and communicate with three similar, but smaller, holes in the bronze chamber. Into these holes we have inserted radial magnetic probes to study the field distribution in the median plane of the magnet. These holes lie at the $30^{\circ}, 90^{\circ}, 120^{\circ}$ azimuths around the magnet circle. The magnetic fields at the $30^{\circ}$ and $120^{\circ}$ ports have been observed to be $2 \%$ smaller than those in the middle of the magnet, at the $90^{\circ}$ port. A typical magnetic profile is shown in Fig. 3. Up to 14000 gauss the field-current curve is essentially linear, and the magnet is unsaturated. 14000 gauss corresponds to approximately 400 Mev .
Double focusing is achieved by tapering the pole


Fig. 2. Details of the magnetic spectrometer.


Fig. 3. A typical plot of magnetic field in the median plane vs current in the magnetizing coils.
faces so that the field falls off at larger radii in a manner similar to the field in a betatron. The field is required to fall off according to the inverse square root of the radius in this type of instrument. This means that

$$
\begin{equation*}
d H / H=-\frac{1}{2} d r / r \tag{1}
\end{equation*}
$$

where $H$ and $r$ refer to the field and the value of the radius on or near the central trajectory in the median plane. In the expectation that the field in the gap would fall off as the reciprocal of the gap itself, or in other words,

$$
\begin{equation*}
d H / H=-d y / y=-\frac{1}{2} d r / r \tag{2}
\end{equation*}
$$

where $y$ is the pole gap at any radius, the pole faces were given a linear taper corresponding to Eq. (2). At the edges of the pole, a lip was machined into the steel to prevent a too-rapid decline to zero. The linear taper has proved satisfactory as shown by the radial measurements of the field. The measurements show that up to 400 Mev , relation (1) is well satisfied between radii 33.5 and 38.5 inches. At higher fields this region contracts until at 550 Mev it is only approximately two inches wide. Consequently, up to 400 Mev , the field is as it should be for double focusing. Photographs and visual observation of the exit spot show that focusing does indeed take place in two dimensions, as expected.

Some essential statistics regarding the magnet may prove useful to others. ${ }^{10}$ As shown in Fig. 2, the magnet is built in two symmetrical-forged halves, each weighing approximately 15 tons, and having the gross shape of a capital $D$. Perpendicular to the $D$ plane, the thickness of the iron in each half is 21.75 inches. The outer radius of the $D$ is 57 inches, making the total height of the magnet 9.60 feet. When the two halves are assembled and the magnet is viewed from the input end, an $H$-like space around the pole gap may be seen accommodating the electrical coils and the bronze vacuum chamber.

[^3]The coils are constructed of 0.467 -inch-square copper tubing, having a round hole of 0.275 -inch-diameter, and are water-cooled. ${ }^{11}$ There are 256 turns around the poles and the coils are wound four at a time in two bundles to make eight turns per pancake layer. In this way adequate cooling can be provided. All the turns are electrically in series but there are 64 parallel water circuits. The nominal capacity of the magnet is 800 amperes at 250 volts, although as much as 1000 amperes have been put through it. At 800 amperes the coils are barely warm. 400 amperes correspond approximately to 400 Mev on the linear part of the magnet characteristic. The outer return yoke is 11.75 inches thick on each side and 8.5 inches thick radially. The inner return is a half-cylinder 21.75 inches thick and 47 inches in diameter. Each half of the magnet is equipped with a single large handling lug. A fourth hole through the outer return yoke and vacuum chamber permits an x-ray beam to pass through the magnet when desired, the magnetic field itself being used as a clearing field.
Because of the poor duty cycle of the linear accelerator, a heavy shield must guard the detector from background radiation. In this installation a ten-ton shield, constructed of heavy concrete on the outside and lead on the inside, surrounds the Čerenkov detector. The shield is carried on the magnet by means of a massive platform overhanging the target assembly as shown in Fig. 1. As the magnet rotates, the platform and shield are carried with it. The magnet, platform, and shield can also be moved radially to and from the target on two large ways. Within the ways are many cylindrical rollers which take the weight of the 40 -odd tons of the spectrometer. The ways are fastened to a modified double five-inch anti-aircraft obsolete gun mount kindly furnished by the Bureau of Ordnance, U. S. Navy, at the request of the Office of Naval Research. ${ }^{12}$ The modifications, which transformed the mount from a military device to a scientific instrument, were carried out at the San Francisco Naval Shipyard. ${ }^{13}$ The whole gun mount and its assembly can be accurately moved by remote control about the target center. Repeated trials positioning the assembly appear to agree within better than 0.05 degree.
The Čerenkov detector is a truncated Lucite cone 6.0 inches long with a 2.75 -inch-diameter input face and a four-inch-diameter termination which couples onto a DuMont 5 -inch photomultiplier. The Čerenkov counter is seated behind lead slit jaws which determine the transverse width seen by the detector at the target. Usually a 1.75 -inch slit is used to determine the effective target width and the energy slit is, of course, variable

[^4]but accommodates up to a spread of about $1.3 \%$ in energy (strictly speaking, in momentum). The response of the Čerenkov detector is tested before each run and always shows a wide plateau ( 30 to 40 volts wide) for electrons ranging from less than 200 Mev to the maximum studied ( 510 Mev ). The distribution of Čerenkov counter pulses is checked with a twenty-channel discriminator before each run and has shown insignificant differences at any energy studied : a narrow peak is observed at all energies.

The spot has varied between a width of 0.25 and 0.50 inch in the course of these experiments. The height of the spot has always been less than 0.25 inch and more usually about 0.13 inch.

Although most runs have been taken with polyethylene targets, a few points which check the polyethylene data have been taken with a gas target. In this case the gas target previously described has been used, ${ }^{2}$ although its length has been increased to eight inches to allow better observations at small and large angles.

## III. RESULTS

The shape and characteristics of an elastic profile taken at $60^{\circ}$ at $400-\mathrm{Mev}$ incident energy are shown in Fig. 4. This curve was taken with statistics about four times as numerous as those usually employed in a run in order to determine the characteristic appearance of the profile. Similar curves taken at larger and smaller angles have the same appearance within our experimental errors. Consequently, relatively little error will be obtained by employing the same method at all angles in correcting for the area between $A B$ and $C E$ which corresponds to the bremsstrahlung tail of the elastic peak. Our method has been to continue the straight line $A C$ into the carbon background and calculate the area under the roughly trapezoidal peak. Different and independent methods have been used consistently by


Fig. 4. An elastic profile at $60^{\circ}$ and 400 Mev , showing the data taken with polyethylene and the background points due to carbon. The potentiometer reading is proportional to the magnet current, which in this region of the spectrometer characteristic, is proportional to energy.


Fig. 5. A theoretical curve found by employing relativistic kinematics of the two-body, electron-proton collision, showing the energy of the scattered electron vs angle of scattering in the laboratory frame.
each of the two authors to estimate the peak areas, but the results obtained always have agreed within less than the experimental errors. It is to be understood, of course, that the polyethylene-carbon difference is used in obtaining the area under the proton peaks. Excellent agreement is found between such differences and estimations of the areas of the proton peaks obtained by sketching in the relatively flat (or slightly upturned towards lower energies) background in polyethylene alone, on top of which the proton peak "rides."

In finding the area under the proton peak, the halfwidth of the curve is always expressed in energy units. The conversion from potentiometer readings (magnet current) to an energy scale has been accomplished by (1) using a magnetic probe to find the field in the magnet and assuming the energy is proportional to the field, and (2) using the positions of the centers of the proton peaks and relativistic kinematics to determine the energy of the scattered electrons at any given incident energy and at any given angle. The typical appearance of such a theoretical curve is shown in Fig. 5. Methods (1) and (2) have been combined to give the most consistent calibration curve, using the calibration curve of the deflecting magnet (Fig. 1) to find the incident energy. The two methods agreed so well from the first comparison that it was hardly necessary to make any changes. However, the methods have been merged in a self-consistent way to give what we think is the most accurate final calibration curve. As stated before, this curve tells us that the magnet is essentially linear (energy vs magnet current) up to about 400 Mev , which corresponds to 204 units on the potentiometer scale. In almost every measurement we have made, the proton peak has been below 204 on the potentiometer to avoid saturation and possible defocusing prob-


Fig. 6. The experimental points, showing the relative angular data taken at 300 Mev . The point-charge curve ( $r_{e}=0, r_{m}=0$ ) is shown above. The solid line running through the points is the theoretical curve obtained from Eq. (3) for an exponential proton with rms radii $r_{e}=0.8 \times 10^{-13} \mathrm{~cm}$ and $r_{m}=0.8 \times 10^{-13} \mathrm{~cm}$, and represents a best fit to the data for an exponential model.
lems. However, in operating at the highest energies and smallest angles, we have occasionally overstepped the 204 limit, but in no way that we believe has caused any serious trouble. Of course, in these cases, as well as in all others, we used the calibration scale to determine the energy width of all peaks. It is not believed that any error larger than $5 \%$ can be introduced even at the highest energies and smallest angles. Explicitly, the only cases in which the 204 boundary was passed were at $500 \mathrm{Mev}, 45^{\circ}$, and at 550 Mev , angles less than $60^{\circ}$.

Photographic registration of the focused spots at the output of the spectrometer show that the dispersion obtained experimentally is very close to that calculated with Judd's formula. ${ }^{14}$ This is further assurance that the calculation of energy width from magnet current is correct. In this connection it should be pointed out that the areas under the proton peaks still need a correction for the constant width of the upper spectrometer slit. The constant slit value was set at $1.3 \%$, which means that, at all momenta, $1.3 \%$ intervals are selected for passage into the detector. Thus, at smaller energies of the scattered electrons (larger angles-see Fig. 5), the slit assumes a smaller absolute energy width. This correction varies as the reciprocal of the energy so that at smaller energies the area has been increased by $1 / E$ relative to the higher energies. This is the usual correction made in beta-ray spectrographs.
Other small corrections have been made for radiation straggling in the targets and for the radiative calculation of Schwinger. ${ }^{15}$ Thickness normalizations have been

[^5]made where the target thickness varied from angle to angle, because of a half-angle setting as is customary in scattering experiments, or in the case of the gas target. In some experiments the target angle was not varied, although most of the time it was. Consistent results were always obtained.
Thick-target effects were investigated with some care. However, they appear to be absent or at any rate are so small that they do not lie consistently outside our experimental errors. Aside from the normalization due to source thickness, the totals of all corrections to the data were never larger than $10 \%$ and were usually considerably smaller. By this we mean, of course, relative corrections between the smallest and largest angles. The Schwinger correction itself is approximately a $20 \%$ correction in the absolute cross section. So far we have confined our attention to relative cross sections exclusively.


Fig. 7. The experimental points at 400 Mev . Theoretical calculations are similar to those referred to in the legend of Fig. 6.

We have obtained rough absolute cross sections only by knowing the absolute response of the secondary emitting monitor. ${ }^{7}$ We shall return to this point after discussing the relative cross sections and the angular distributions which do not require absolute measurements. Thus, in the ensuing material, except where noted, we shall be speaking of relative cross sections only.

By measuring areas under the proton peaks at various angles at a given incident energy, we may prepare relative angular distributions. Such angular distributions are shown in Figs. 6, 7, 8, and 9. The experimental points are the black dots attached to the bars indicating the limits of experimental error, usually not statistical, but primarily due to the type of fluctuation we have mentioned in earlier articles. The data represent in each case the results of at least two separate
runs, except at 300 Mev where only a single run was taken. We have also made a run at 200 Mev , but since it agrees excellently with the earlier data taken with the smaller spectrometer, ${ }^{1,2}$ we do not show it separately here. The $200-\mathrm{Mev}$ data appear in Figs. 11 and 13, along with data of all other energies. In Figs. 6 to 9 there also appear solid lines going through most of the experimental curves. These are not experimental lines, but are actually the result of theoretical calculation which we shall discuss shortly. Also shown in Figs. 6 to 9 are the point-charge curves of Rosenbluth. ${ }^{16}$ These are designated $r_{e}=0, r_{m}=0$, to indicate that the rms radius of the charge and magnetic-moment distributions are each zero, in other words, that the charge and moment are points.

In order to compare the experimental curves with theory, we have employed the same phenomenological


Fig. 8. The experimental points at 500 Mev . The theoretical calculations are similar to those referred to in the legend of Fig. 6.
scheme presented in the earlier paper. ${ }^{2}$ This amounts to using a separate form factor $F_{1}$ for charge and Dirac moment of the proton, and an additional independent form factor $F_{2}$ for the anomalous or Pauli magnetic moment. In the static limit, $F_{1}=F_{2}=1$, and the Pauli moment takes on its value, 1.79 nuclear magnetons, compared with the Dirac value, 1.0 nuclear magneton. $F_{1} \neq 1$ implies a spread-out charge and spread-out Dirac moment and $F_{2} \neq 1$ implies a spread-out Pauli moment. For reference, the Rosenbluth formula with phenomenological form factors is

$$
\begin{align*}
\sigma= & \frac{e^{4}}{4 E^{2}}\left(\frac{\cos ^{2}(\theta / 2)}{\sin ^{4}(\theta / 2)}\right) \frac{1}{1+(2 E / M) \sin ^{2}(\theta / 2)} \\
& \times\left\{F_{1}{ }^{2}+\frac{q^{2}}{4 M^{2}}\left[2\left(F_{1}+\mu F_{2}\right)^{2} \tan ^{2}(\theta / 2)+\mu^{2} F_{2}{ }^{2}\right]\right\}, \tag{3a}
\end{align*}
$$

[^6]

Fig. 9. The experimental points at 550 Mev . The theoretical calculations are similar to those referred to in the legend of Fig. 6.
where

$$
\begin{equation*}
q=\frac{(2 / \chi) \sin (\theta / 2)}{\left[1+(2 E / M) \sin ^{2}(\theta / 2)\right]^{\frac{1}{2}}} \tag{3b}
\end{equation*}
$$

and $X$ is the de Broglie wavelength of the electron.
The effect of using the form factors is shown in Fig. 10. For this figure an exponential model of the proton is assumed as an example. By this, it is meant that the proton has a charge density given by

$$
\begin{equation*}
\rho_{\text {expon }}=\rho_{0} e^{-r} \tag{4}
\end{equation*}
$$

In Eq. (4) as well as in subsequent ones, we shall omit


Fig. 10. Shown are the point-charge curve $r_{e}=0, r_{m}=0$ and various theoretical curves for an exponential proton with equal radii, such as $0.4,0.4$ up to $1.0,1.0$. These curves were obtained from Eq. (3) and the form factors $F_{1}, F_{2}$ appropriate to an exponential model with the stated rms radii.


Fig. 11. Summary of the comparison between the exponential model with equal radii $\left(0.8 \times 10^{-13} \mathrm{~cm}\right)$ and the experimental points. The square of the form factor is plotted against $q^{2}$, where $q$ is given by Eq. (3). $q^{2}$ is given in units of $10^{-26} \mathrm{~cm}^{2}$.
the parameter corresponding to an rms size, although, of course, the exponential has to be expressed in dimensionless units. For example, $\rho_{\text {expon }}$ can be expressed as $\rho_{0} \exp (-r / a)$, where $3.48 a$ is the rms radius. The assumption that the magnetic-moment distribution has a shape and size equal to that of the charge distribution means that the magnetic-moment density has a distribution of exponential type with the same radius as the charge and points in a single direction everywhere throughout the proton. Under these conditions its form factor will be exactly like that of the charge distribution. The actual computation of explicit form factors has been carried out, for example, by Rose, ${ }^{17}$ Smith, ${ }^{18}$


Fig. 12. The comparison of the experimental points with an exponential model with radii equal to $0.6 \times 10^{-13} \mathrm{~cm}$. This is an example of a model which does not fit and shows the tolerance of the fit allowed by experiment.

[^7]Schiff, ${ }^{19}$ and others. We shall not reproduce here any of the resultant expressions obtained by integration of the appropriate Born-approximation integral. It is known that the Born approximation is accurate for the proton to better than a few tenths of $1 \% .^{20}$

The features of all other calculations, with different proton models, are similar to those shown in Fig. 10. The general effect is to reduce the scattering below that due to a point charge. At small angles the form factors approach unity and all curves meet with the pointcharge curve. Thus, relative fitting of the experimental points to the theoretical curves benefits from the joining-up that must occur at small angles.

When both the shape and size of the protonic model are assumed to be the same, Eq. (3) shows that the square of the form factor may be factored out and the result is a point-charge curve multiplied by the square of a form factor. Such calculations are the easiest to make.


Fig. 13. Summary of a comparison between the Gaussian model with equal radii $\left(0.7 \times 10^{-13} \mathrm{~cm}\right)$ and the experimental points. In this case the theoretical plot is a straight line. $q^{2}$ is given in units of $10^{-26} \mathrm{~cm}^{2}$.

With the models above described, the following shapes have been examined:

$$
\begin{array}{ll}
\rho_{a}=\rho_{1} \exp \left(-r^{2}\right), & \text { "Gaussian," } \\
\rho_{b}=\rho_{2}\left(e^{-r} / r^{2}\right), & \text { Yukawa }_{1} \\
\rho_{c}=\rho_{3}\left(e^{-r} / r\right), & \text { Yukawa }_{2} \\
\rho_{d}=\rho_{4} r e^{-r} \\
\rho_{e}=\rho_{5} r^{2} e^{-r} \\
\rho_{f}=\rho_{6} r^{2} \exp \left(-r^{2}\right) & \tag{10}
\end{array}
$$

in addition to the exponential model of Eq. (4) and the uniform and shell distributions. These models cover a very wide range, and almost any reasonable shape can be approximated by one of them. The best fits are obtained with models $4,5,8$, and 9 . None of the other models can be made to fit the data at all energies. Each

[^8]model naturally requires a slightly different rms radius for the best fit, but all successful models give a radius very close to $0.75 \times 10^{-13} \mathrm{~cm}$.
For the exponential proton, which we shall take as a typical successful model, the best fit is obtained with the rms radii, $r_{e}=0.8 \times 10^{-13} \mathrm{~cm}$ and $r_{m}=0.8 \times 10^{-13} \mathrm{~cm}$. Figures 6 through 9 show the quality of the fit at various energies. A summary of all the data taken together can be well presented by plotting the square of the common form factor vs $q^{2}$, where $q$ is given in Eq. (3b). Such a plot is given in Fig. 11. Since $F^{2}$ is a function of $q^{2}$, a single theoretical curve suffices for all energies. This is not the case when the charge and moment radii are unequal, for then a separate theoretical curve must be prepared for each energy. Figure 11 shows that the exponential model with radii equal to $0.8 \times 10^{-13} \mathrm{~cm}$ is very good at all energies. As an example of the tolerance


Fig. 14. An attempt to fit the data at 400 Mev with a small magnetic-moment distribution.
of the exponential fit, Fig. 12 shows the exponential model with equal radii of $0.6 \times 10^{-13} \mathrm{~cm}$. This is a case where a good model with an "incorrect" size will not fit. On the other hand, the Gaussian model with rms radii equal to $0.7 \times 10^{-13} \mathrm{~cm}$ will fit just as well as the exponential model with $0.8 \times 10^{-13} \mathrm{~cm}$. Figure 13 shows how well this model fits. The theoretical plot in this case is a straight line. The Yukawa model (6) with equal radii cannot be made to fit even with radii as large as $1.5 \times 10^{-13} \mathrm{~cm}$.
The case of two unequal sizes has also been investigated. It has not been possible to find a unique model with two unequal sizes for the charge and moment clouds that will fit the data at all energies (within, of course, the tolerance permitted by experiment). A model with a small magnetic distribution cannot be made to fit under any circumstances. Figure 14 shows a typical case for $r_{e}=0.8 \times 10^{-13} \mathrm{~cm}$ and $\boldsymbol{r}_{m}=0.4 \times 10^{-13}$


Fig. 15. An attempt to fit the data at all energies with a Gaussian proton having $r_{e}=0, r_{m}=1.0 \times 10^{-13} \mathrm{~cm}$. The fit is not good and this model can be excluded. Separate curves are required for different energies. $q^{2}$ is given in units of $10^{-26} \mathrm{~cm}^{2}$.
cm . It is possible to find suitable fits by using a larger magnetic-moment size and a smaller charge size. For example, it might be possible to choose $r_{e}=0.6 \times 10^{-13}$ cm and $\boldsymbol{r}_{m}=0.9 \times 10^{-13} \mathrm{~cm}$, and the data at all energies would be satisfied but not quite so well as with the models having equal sizes. On the other hand, a pointcharge and spread-out moment will not fit, as shown by the summary graph given in Fig. 15. The results are similar for other models, such as the exponential and uniform. The limit on minimum charge size allowed by these experiments appears to be about $0.6 \times 10^{-13} \mathrm{~cm}$. The maximum is about $1.5 \times 10^{-13} \mathrm{~cm}$. Similar figures apply to the magnetic-moment radii.

The fitting above has been carried out entirely in a relative manner. In other words, each set of data at a given energy was multiplied by a constant factor to obtain the best fit with theory. The data at each energy were thus treated independently. As stated above, the best fit converged on the models $4,5,8$, and 9 with equal radii. A tabulation of the results is given in Table I.
It is also possible to correlate the data taken at one energy with the data taken at another energy. For example, if a $30^{\circ}$ point at 300 Mev can be taken at the same time and under the same conditions as a $75^{\circ}$ point at 550 Mev , the lower energy point can be used to normalize the data. The low-energy point has an $F^{2}$ value that is essentially unity and thus, except for the

Table I. Summary of the models and their values of rms radii which give the best fits. Equal radii for charge and moment are assumed.

| Model No. | Shape | rms radius for best fit $\left(r_{e}=r_{m}\right)$ <br> in units of $10^{-13} \mathrm{~cm}$ |
| :---: | :---: | :---: |
| 4 | $e^{-r}$ | $0.80 \pm 0.05$ |
| 5 | $\exp \left(-r^{2}\right)$ | $0.72 \pm 0.05$ |
| 8 | $r e^{-r}$ | $0.78 \pm 0.05$ |
| 9 | $r^{2} e^{-r}$ | Mean (best fit) $0.75 \pm 0.05$ |
|  |  |  |

Table II. Experimental ratios (column 1) at the quoted energies and angles. Columns 2 to 7 list the predicted ratios for the various models represented therein. Where a single radius is given, the value applies to charge and moment. In column 4 the charge radius is zero (a point) and the monent radius is $1.0 \times 10^{-13} \mathrm{~cm}$. All lengths in the table are in units of $10^{-13} \mathrm{~cm}$.

|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Ratio | $\underset{\text { Experimental }}{\text { ratio }}$ | $\underset{r=0.80}{\text { Model } 4}$ | Model 5 $r=0.72$ | $\begin{gathered} \text { Model } 5 \\ r_{e}=0 \\ r_{m}=1.0 \end{gathered}$ | $\begin{gathered} \text { Model } 8 \\ r=0.80 \end{gathered}$ | $\begin{aligned} & \text { Model } 8 \\ & r=0.77 \end{aligned}$ | $\begin{gathered} \text { Model } 9 \\ r=0.75 \end{gathered}$ |
| $\sigma\left(300 \mathrm{Mev}, 30^{\circ}\right)$ | $440 \pm 10$ | 381 | 367 | 176 | 425 | 390 | 380 |
| $\bar{\sigma}\left(550 \mathrm{Mev}, 75^{\circ}\right)$ |  |  |  |  |  |  |  |
| $\sigma\left(300 \mathrm{Mev}, 30^{\circ}\right)$ | $164 \pm 10 \%$ | 128 | 120 | 64.8 | 137 | 126 | 124 |
| $\boldsymbol{\sigma}\left(550 \mathrm{Mev}, 60^{\circ}\right)$ |  |  |  |  |  |  |  |
| $\sigma\left(300 \mathrm{Mev}, 60^{\circ}\right)$ | $18.9 \pm 10 \%$ | 17.2 | 17.4 | 9.85 | 19.2 | 18.1 | 17.8 |
| $\boldsymbol{\sigma}$ ( $550 \mathrm{Mev}, 75^{\circ}$ ) |  |  |  |  |  |  |  |
| $\sigma\left(300 \mathrm{Mev}, 60^{\circ}\right)$ | $6.96 \pm 10 \%$ | 5.80 | 5.72 | 3.62 | 6.15 | 5.85 | 5.81 |
| $\overline{\sigma\left(550 \mathrm{Mev}, 60^{\circ}\right)}$ |  |  |  |  |  |  |  |

Schwinger correction, the cross section can be obtained absolutely from the Rosenbluth point-charge curve. Now the Schwinger correction varies by only $3 \%$ between the two extremes under comparison and can be allowed for with great confidence since the whole effect itself is small. Consequently, the cross section at the larger angle can also be obtained in an absolute way. The absolute cross section at high $q$ values (largeangle, high-energy) is very sensitive to shape and can distinguish between the different models proposed. Table II gives a comparison among the predictions of the different models.

From the comparison it appears that model 8 (column 5) fits best although there is not much to choose between this model and the others. The table shows conclusively, however, that the small-charge cloud and largemoment cloud (column 4) give an unacceptable fit to the data. It may be noticed that the experimental values appear to be a little high. This is probably a result of not knowing the absolute experimental energies precisely.

One of the authors has made an "absolute" determination of cross sections, using the absolute efficiency of the secondary-electron monitor ${ }^{7}$ and Judd's ${ }^{14}$ calculations of effective solid angle of the spectrometer. These determinations agree excellently with the conclusions of the relative fitting procedure and also with the semiabsolute comparison of large-angle, highenergy, and small-angle, low-energy data. The two authors, have, therefore, independently confirmed the best choices for the charge and moment distributions within the proton.

In Fig. 16 we have displayed the result of these determinations. The ordinate of that figure is $4 \pi r^{2} \rho$, which is a quantity proportional to the amount of charge in a shell at radius $r$. Three models (4, 5, and 8) are shown. All are good fits to the data at all energies and angles. Of the three, the model 8 , the "hollow" exponential, is probably the best. Values of $r_{\varepsilon}$ are also
given, which represent the best estimate of the rms radius of the charge distribution. The best value for $r_{m}$, the rms radius of the magnetic-moment distribution, is equal to $r_{e}$. The figure shows that a region is defined which outlines the three best fits and this region in the graph is what the experiments really determine. Any charge distribution lying in this region will define an equally good fit to the data. The region near radius zero is most poorly defined of all because the smallest amount of charge resides there owing to the $r^{2}$ factor. In other words, the exponential model, which has a high density at radius zero, cannot be distinguished well from a hollow exponential model in which the charge density is zero at radius zero, for just the reason given above. The fact that the hollow exponential model appears to be a slightly better fit than the exponential or Gaussian


Fig. 16. Shown in the figure are three charge distributions (Gaussian, exponential, and hollow exponential) which fit the data at all energies and angles. The hollow exponential is the best over-all fit of the three. In the figure the ordinate is $4 \pi r^{2} \rho$, a quantity proportional to the amount of charge in a shell at radius $r$. The Yukawa and uniform models are examples of charge distributions which will not fit the data. In all cases, $r_{e}$ refers to the best value of the rms radius of the charge distribution, $r_{m}$ is, taken equal to $r_{e}$.
may suggest that the density drops a little, or flattens off, as radius zero is approached from larger values. At the moment this remark is rather speculative, but there is no reason why an improvement in the accuracy of the data cannot fix the behavior near zero. In any case, the disagreement with models of type 6 (Yukawa, shown in Fig. 16) and 7, which have large central cores, implies that the center of the proton does not have a dense, charged core. Further improvement in accuracy will also help to clear up this point.

## IV. DISCUSSION OF THE RESULTS

We have mentioned in this paper and in the earlier ones ${ }^{1,2}$ that the analysis of our results is phenomenological. The analysis determines a charge distribution. From the charge distribution, an electrostatic potential can be calculated, using Poisson's equation in the usual way. Now this potential as a function of radius is the essential meat that can be extracted from the experiments. The basic integral of the Born approximation, containing, in its integrand, the potential multiplied by the product of ingoing and outgoing plane waves, underlies this fact. Consequently, electrostatic and magnetostatic potentials are the end products of these experiments.
One may ultimately determine a protonic model in terms of a meson theory fitting the potentials we have found. These potentials have the feature that they flatten off as radius zero is approached, rather than increasing to infinity as the point-charge Coulomb law would predict. The effective deviations from the Coulomb law due to the flattening-off should be the goals of a meson theory which will then give results consistent with the experimental data. Of course, here we see immediately that the simple assumption that the Coulomb law breaks down (or equivalently, that Maxwell's equations do not hold) at small dimensions (less than $10^{-13} \mathrm{~cm}$ ), will automatically explain our results and perhaps some other results. ${ }^{21}$ This is what we have tried to point out in earlier papers, ${ }^{1,2}$ but we have no direct evidence that this breakdown does take place. Phenomenologically the finite-size interpretation and the breakdown of the Coulomb law cannot be distinguished from each other by these experiments. Electron-electron scattering experiments at multi-billion-electron-volts energy could do this. Since we cannot distinguish between these two possibilities, we have talked, for convenience, in terms of the finite-size

[^9]interpretation. In any case, many of the implications of the two approaches are identical.

A satisfactory meson-theoretic approach to the quantitative explanation of the finite proton size is not yet available, although Rosenbluth ${ }^{16}$ has sketched how this may be done. In the absence of such a theory a naive approach would involve assuming that the proton is an undissociated Dirac particle a fraction $f$ of the time and a spread-out meson cloud for the fraction $(1-f)$ of the time. During the latter time, scattering by the overturned value of the magnetic moment of the neutron, into which the proton was changed by emitting the $\pi^{+}$meson, would take place and appropriate form factors allowing for times $f$ and $1-f$ would have to be employed in the computation. Such calculations are obviously not simple and will depend on the assumptions implicit in the particular meson theory to be used. We shall not consider such an interpretation at this time. However, it may be noted that the simple phenomenological interpretation given in this paper corresponds to a permanently dissociated proton. It is already clear from the experiments that a small dissociation time, corresponding to say, $f=0.9$, will not suffice to fit the experimental facts, because in this case the scattering would be quite close to point-charge scattering.

By comparing cross sections at two energies at the same value of $q$, the ratio $F_{1} / F_{2}$ can be determined from Eq. (3a). This ratio will be independent of any assumed proton model. The comparison was made between three pairs of energies at a $q^{2}$ of about $4 \times 10^{26} \mathrm{~cm}^{-2}$ and a value for the ratio was obtained $F_{1} / F_{2}=1.1 \pm 0.2$.
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